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Abstract
The human eye can easily identify shadows of illuminated objects. However, automatically detecting such shadows with
the use of computer tools is a challenging research problem. In this paper, an approach toward successful building shadow
detection based on multi-threshold image segmentation technique is introduced and analyzed. Accuracy assessment and
computing time analyses conducted over seven study areas from two reference datasets show the high performance of our
proposed approach in detecting real shadows with a 93.75% accuracy.
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1 Introduction

Shadow regions are the part of the image not directly illu-
minated by a light source due to the presence of a body
intercepting the light. Presence of shadows in an image
can reveal information about the objects’ shape and orien-
tation [1].

Generally, shadows can be divided into twomajor classes:
(i) self-shadow and (ii) cast shadow. A cast shadow is the
area projected by an object exposed to a direct light source.
Most of the shadowdetectionmethods focus ondetecting cast
shadows since they are correlatedwith the objects’ geometric
shape in the targeted image.

The presence of cast shadows in aerial images may cause
objects’ shape distortion and loss of feature information. Due
to this reason, the topic of shadow detection and removal is
given significant attention and consideration in the computer
vision domain, covering many specific applications such as
object detection [2], building elevation detection, [3] and
building damage detection [4].
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In this work, we will focus on the automatic detection of
buildings’ shadows in aerial images. The contribution of this
manuscript is twofold: (i) We introduce a robust approach
for accurate building shadow detection based on multi-
thresholding image processing technique that we refer to as
shadow detection multi-thresholding segmentation (SMS).
(ii) An accuracy assessment, computing time analysis and
space complexity are conducted over several study areas
from two reference datasets showing the performance of the
suggested method in terms of accuracy, time and space com-
plexity.

The rest of this paper is divided as follows: Sect. 2 presents
a review of published work on shadow detection approaches.
Section 3 introduces our proposed shadow detection algo-
rithm based on multi-thresholding segmentation. Section 4
presents the proposed algorithm benchmarking results with
execution time and storage analysis. Section 5 presents the
conclusion.

2 Literature review

A significant amount of research has been conducted in the
literature focusing on the detection of shadows. Shadow
detection usually has various purposes such as estimation
of objects’ shape, image enhancement and pattern or object
recognition. Shadow detection methods can be classified
according to the study performed in [5] into two main
classes: (i) model based and (ii) feature based [6–8]. In this
manuscript, we will focus on feature-based techniques.

Several subtypes of feature-based shadow detectionmeth-
ods exist in the literature [7]. For the scope of thismanuscript,
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Fig. 1 Block diagram of SMS algorithm

we will focus only on the threshold-based shadow detec-
tion subtype of feature-based shadow detection algorithms.
Threshold-based methods depend on the shadow features. A
simple thresholding of value component in the HSV color
space could be very promising as shown in [9,10].

In [11], Polodorio et al. proposed a threshold-based algo-
rithm for aerial image shadow detection. They used the (I–S)
difference of the components of the HSI color space. Their
approach relies on the hypothesis that I values decrease and S
values increase with shadow. Hence, (I–S) difference should
be low for shadow regions and high for non-shadow regions.

Algorithm 1: Pseudo-code of SMS algorithm.
Input : RGB image

1 Pre-Processing:
2 RGB to HSV conversion
3 Luminance band extraction
4 Multi-thresholding Segmentation:
5 Luminance band quantization based on thresholds number M
6 Shadows Selection and Validation :
7 First class C0 extraction
8 Erosion operation application based on structuring elements

(SE)
9 Average shadow area SA computation

10 Shadow area validation
Output: Binary image with labeled shadows

The author of [6] introduced the Normalized Saturation
Value Difference Index (NSVDI) threshold-based detection

algorithm for aerial images. It is shown in [6] that an improve-
ment could be achieved in the performance of the previous
(I–S) difference threshold approach [11].

Zhang and Wenzhuo [12] proposed a new shadow detec-
tion method based on shadow features that they used in the
segmentation process according to theConvexityModeCM.
After this process, histogram thresholding was applied and
a shadow object candidate set was obtained by comparing
the threshold and grayscale average of each object in the
candidate set. Then, they eliminated false shadows such as
vegetation areas according to the spatial information of the
image. Finally, non-shadow candidates were ruled out to
obtain the final results.

Zhang et al. [13] presented an automatic shadow detection
algorithm by applying a bimodal histogram splittingmethod.
Shadow detection results can exhibit both umbra and penum-
bra areas to increase the accuracy of the result.

Khan [14] presented a new methodology to automatically
detect shadows in real-world study areas showcasing themost
relevant features in a supervised manner by the use of multi-
ple convolutional deep neural networks (ConvNets). The
proposed framework examines features at the super-pixel
level and along the object boundaries. The proposed frame-
work consistently performed better than the state-of-the-art
frameworks on all major shadow databases collected under
a variety of conditions.

Huihui Song [15] proposed a novel shadowdetection algo-
rithm based on morphological filtering. An initial shadow
mask was generated by the thresholding method, and then,
the false shadow regions were removed bymorphological fil-
tering. Experimental results on QuickBird andWorldView-2
satellite images have shown that the proposed shadow detec-
tion technique can generate accurate shadow masks with
great quality percentages.

Tsai [16] proposed a method that depends on the HSI
color space and is based on the (He+1)/(Ie+1) ratio threshold,
where He is defined as Hue equivalent and Ie is defined
as intensity equivalent components. He is selected as the
H component in HSI, HSV and HCV color spaces. Ie is
selected as the I component in the HSI color space, and as
V in the HSV and HCV color spaces. The threshold was
selected using the Otsu [17] method along with mentioning
that a trade-off exists between the automation of the detection
process and the accuracy of the shadow detection [16].

In addition, a simple threshold for the gray value of the
image could be a choice since the best known feature of
a shadow is the decreasing intensity [9,10]. The intensity
equivalent component of any color space as defined in [16]
could be selected as the gray value.

Shadow detection based on adaptive thresholding was
employed and implemented by authors in [18]. They experi-
mentally showed that this method is more effective than the
existing fixed threshold shadow detectors in increasing set-
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Fig. 2 a–e Show the original image and the output of applying SMS, M1, M2 and M3, on Urban Canyon Study Area, respectively

Table 1 Accuracy assessment of SMS and the three benchmarked algo-
rithms on the Urban Canyon Study Area

Method PA UA OA F_Score

Ps Pn Us Un

SMS 99.6 99.8 99.6 99.8 99.7 99.6

M1 96.3 97.8 95.0 98.4 97.3 95.6

M2 95.3 98.4 96.2 98.0 97.5 95.8

M3 98.1 98.2 95.9 99.2 98.2 97.0

tlement classification accuracy. Shadow masking process is
carriedout basedon the sameandacross date settlement accu-
racies. Finally, the statistical study applied showed that the
shadow masking hypothesis is correct with a high accuracy
performance.

More approaches that include various shadow features,
based on input image properties, and also on the accuracy
and simplicity necessary for the performance,might be found
in [19].

3 Shadow detectionmulti-thresholding
segmentation

In this paper, we propose an approach that depends mainly
on a multi-thresholding technique. We refer to this approach
as the shadow detection multi-thresholding segmentation
(SMS). This method relies mainly on multi-level image
thresholding to detect buildings’ shadows.

As shown in the block diagram in Fig. 1, first, the input
image is converted to the HSV color space followed by
luminance band extraction. Thereafter, we apply the multi-
thresholding technique on the luminance bandwhich consists

Table 2 Accuracy assessment of SMS and the three benchmarked algo-
rithms on St. Sernin Basilica Study Area

Method PA UA OA F_Score

Ps Pn Us Un

SMS 97.2 98.6 96.7 98.1 97.8 96.4

M1 75.6 84.4 49.2 86.2 82.2 59.6

M2 91.5 98.4 92.9 98.1 97.2 92.2

M3 96.7 98.9 95.1 99.3 98.5 95.9

of the defining threshold number. This is followed by lumi-
nance band quantization which tends to map each pixel
luminance value to its closer threshold value. Then, we apply
morphological operations in order to eliminate non-shadow
regions. Finally, we use the area condition hypothesis to val-
idate each shadow candidate object. Shadows of different
objects such as trees or cars may be detected, and thus, the
shadowarea criteria are necessary to validate shadows related
to buildings only. The pseudo-code for the SMS algorithm
is shown in Algorithm 1.

Please note that after extracting the luminance band from
the HSV color space by eliminating the hue and saturation
information, the color information of all pixels within the
converted image is represented by a value that measures pix-
els’ closeness to black and white colors. This is referred to
as pixel luminance.

3.1 Multi-thresholding formulation

The goal of image segmentation is to cluster pixels into
salient image regions, i.e., regions corresponding to indi-
vidual surfaces, objects or natural parts of objects. A seg-

Fig. 3 a–e Show the original image and the output of applying SMS, M1, M2 and M3, on St. Sernin Basilica Study Area, respectively
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Fig. 4 a–e Show the original image and the resultant output of applying SMS, M1, M2 and M3, on Suburban Study Area, respectively

Table 3 Accuracy assessment of SMS and the three benchmarked algo-
rithms on Toulouse Suburban Study Area

Method PA UA OA F_Score

Ps Pn Us Un

SMS 92.4 97.8 94.6 96.6 95.1 93.4

M1 80.5 98.3 92.5 95.1 94.6 86.1

M2 84.8 97.2 88.6 96.1 94.6 86.7

M3 88.1 97.1 88.7 96.9 95.2 88.4

mentation could be used for object recognition, occlusion
boundary, image compression and image editing.

There are several image segmentation techniques such as
k-means clustering, k-nn segmentation and maximum like-
lihood. All these methods need more than one step in order
to get the final segmented image along with the incurred
implementation complexity. In our approach, we use the
multi-thresholding technique based on the Otsu method. An
optimal threshold is selected by the discriminant criterion to
maximize the separability of the resultant classes in lumi-
nance levels by utilizing only the zeroth- and the first-order
cumulative moments of the luminance band histogram. The
use of multi-thresholding as a segmentation technique is
more efficientwithmoderate implementation complexity and
single-stage iteration.

Table 4 Accuracy assessment of SMS and the three benchmarked algo-
rithms on Garonne River Study Area

Method PA UA OA F_Score

Ps Pn Us Un

SMS 99.8 99.1 90.9 99.9 98.4 95.1

M1 85.1 85.6 54.2 96.6 85.5 66.2

M2 86.0 85.3 53.9 96.8 85.4 66.3

M3 77.3 99.4 96.2 95.6 95.7 85.7

Let the pixels of a given picture be represented in L
luminance levels [1, 2, …, L]. The number of pixels at
level i is denoted by ni and the total number of pixels by
N = n1 +n2 +· · ·+nL . In order to simplify the discussion,
the luminance band histogram is normalized and regarded as
a probability distribution according to [20]:

Pi = ni
N

, where Pi ≥ 0 and
L∑

i=1

Pi = 1 (1)

Suppose we dichotomize the pixels into two classes C0

andC1 by using a threshold at levelK.C0 denotes pixels with
levels [1,K], and C1 denotes pixels with levels [K + 1,L].
Then, the probabilities of class occurrenceω0 andω1 and the
class mean levels μ0 and μ1, respectively, according to [20],
are given by the following:

Fig. 5 a–e Show the original image and the output of applying SMS, M1, M2 and M3, on Garonne River Study Area, respectively
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Fig. 6 a–e Show the original image and the output of applying SMS, M1, M2 andM3, on Norrkoping Industrial Study Area, respectively. f–j Show
a closeup of highlighted region (red frame) and the output of applying SMS, M1, M2 and M3, on it, respectively (color figure online)

Table 5 Accuracy assessment of SMS and the three benchmarked algo-
rithms on Norrkoping Industrial Study Area

Method PA UA OA F_Score

Ps Pn Us Un

SMS 93.7 97.4 94.2 95.8 96.3 93.9

M1 92.6 84.4 54.5 98.3 85.8 68.6

M2 66.7 96.5 79.5 93.5 91.5 72.5

M3 94.1 98.3 91.8 98.8 97.6 92.9

Table 6 Time and space complexities of benchmarked algorithms

Benchmarked algorithm SMS M1 M2 M3

Executional time 0.4925 1.7197 1.3690 1.2109

Space complexity O(n2) O(n) O(n) O(n2)

ω0 = Pr (C0) =
K∑

i=1

Pi = ω(K ) (2)

ω1 = Pr (C1) =
L∑

i=K+1

Pi = 1 − ω(K ) (3)

μ0 =
K∑

i=1

i Pr (i |C0) =
K∑

i=1

i Pi
ω0

= μ(K )

ω(K )
(4)

μ1 =
L∑

i=K+1

i Pr (i |C1) =
L∑

i=K+1

i Pi
ω1

= μT − μ(K )

1 − ω(K )
(5)

where ω(K ) and μ(K ) are the zeroth- and the first-order
cumulative moments of the histogram up to the K th level,
respectively, and μT is the total mean level of the original

picture. Following this, class variances are defined as:

σ 2
0 =

K∑

i=1

(i − μ0)
2Pr (i |C0) =

K∑

i=1

(i − μ0)
2 Pi
ω0

(6)

σ 2
1 =

L∑

i=K+1

(i − μ1)
2Pr (i |C1) =

K+1∑

i=1

(i − μ1)
2 Pi
ω1

(7)

Now, to evaluate the threshold goodness (at any level K),
we use the total variance of levels η proposed in [21] and
defined in Eq. 8. η is considered as the evaluation metric,
used to measure class separability at level K. The main chal-
lenge that exists in the optimization problem is to search for
a threshold K that maximizes η.

η = σ 2
B

σ 2
T

(8)

where

σ 2
B = ω0(μ0 − μT )2 + ω1(μ1 − μT )2 (9)

and

σ 2
T =

L∑

i=1

(i − μT )2Pi (10)

The optimal threshold that maximizes η or equivalently
maximizes σ 2

B (since σ 2
T is independent of K ) is defined as

K∗.

σ 2
B(K ∗) = max(σ 2

B(K )) (11)
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Fig. 7 a–e Show the original image, ground truth image and the output of applying SMS, M4 and M5, on Jacmel Study Area, respectively

Table 7 Performance assessment metrics [15]

Table 8 Accuracy assessment of SMS and the five benchmarked algo-
rithms on NOAA aerial image

Method PA UA OA MCC

Ps Pn Us Un

SMS 74.76 97.48 90.19 92.60 93.12 0.79

M4 93.33 91.69 72.70 98.30 92.00 0.77

M5 97.98 64.69 39.69 99.26 71.01 0.49

The extension to the multi-thresholding problem using M
thresholds is straightforward. For example, in the case of 2-
thresholding (M = 2),we assume two thresholdswith values
K1 and K2 for separating three classes, C0 for [1, . . . , K1],
C1 for [K1 + 1, . . . , K2] and C2 for [K2 + 1, . . . , L].

The criterion measure or σ 2
B is then a function of two

variables K1 and K2. An optimal set of thresholds K∗
1 and

K∗
2 is selected by maximizing:

σ 2
B(K ∗

1 , K ∗
2 ) = max[σ 2

B(K1, K2)] (12)

3.2 Parameter fine tuning

In the previous subsection, we discussed the theoretical con-
cept behind multi-thresholding segmentation. In real case
software implementation, M is considered as a very impor-
tant parameter that should bedefined to determine the number
of thresholds used.

As multi-thresholding segmentation depends on the lumi-
nance property of the existing objects, we suggest, in this

work, that the value of the number of thresholds M should
be set equal to the number of the different surfaces/classes
that exist within the studied aerial image. For small values
of M such as 1 and 2, background pixels will be incorrectly
classified as shadow pixels. This is because when M is small,
SMS will work with few luminance surfaces, and therefore,
it will be difficult to segment shadow regions correctly.

On the other hand, as M largely increases beyond 6, the
shadow of a particular object is segmented into more than
one classes. For example, choosing M = 4, i.e., roads or
background, non-tile flat rooftopbuildings, roof tile buildings
and shadow objects, the resultant output of detected shadows
will be highly compatible with the real shadows contained
within the input image. In our future work, we plan to devise
an adaptive mechanism to help the users seeking optimality
in choosing the value of M. For the rest of this manuscript,
we will use M = 4 for our experimental scenarios.

In the final results, after applying multi-thresholding
segmentation, the first class C0 corresponds to the build-
ing shadows’ candidates. However, it might contain some
non-shadow objects, and thus, we apply morphological
operations, especially the erosion operation with specific
structuring elements that fit the non-shadow regions. As the
final step, we will use the area condition to validate the pres-
ence of building shadows. Shadow area is defined as the
number of pixels in the shadow region. This condition is
either defined by the user or autonomously computed based
on the average area of the potential shadows’ candidates.
Hence, the SMS approach will detect building shadows and
validate them. Future work would include the integration of
other criteria such as geometric patterns.

4 Result analysis

In this section, we will benchmark the performance of SMS
using two existing reference datasets from the literature: (i)
The Toulouse and Norrkoping dataset made of five study
areas [15] and (ii) The Jacmel and Strasbourg dataset con-
taining two study areas [22].
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Fig. 8 a–e show the original image, ground truth and the output of applying SMS, M4 and M5, on Strasbourg Study Area, respectively

Table 9 Accuracy assessment of SMS and the five benchmarked algo-
rithms on BD ORTHO aerial image

Method PA UA OA MCC

Ps Pn Us Un

SMS 88.45 98.00 97.53 80.44 96.21 0.95

M4 93.80 95.48 93.81 95.47 94.77 0.89

M5 88.69 94.38 92.02 91.96 91.98 0.83

4.1 Toulouse and Norrkoping dataset

The authors of [15] categorize the state-of-the-art shadow
detection methods into six classes and compare their perfor-
mance over this specific dataset. Since SMS is a threshold-
based approach, we will compare its performance with the
following threshold-based state-of-the-art algorithms evalu-
ated in [15]: (i) M1: Optimal thresholding on NIR, (ii) M2:
First valley detection thresholding on NIR alone and (iii)
M3: The modified First valley detection thresholding. More
details about these algorithms can be found in [15].

The reference dataset introduced in [15] is an urban
dataset with five study areas having high spatial resolution:
Urban Canyon, St. Sernin Basi l i ca, SubUrban and
Garonne River Study Areas shown in Figs. 2a, 3a, 4a
and 5a, respectively, are multi-spectral images for Toulouse,
France, with a spatial resolution of 0.2 m. The fifth study
area, Indust r i al , is located in Norrkoping, Sweden, with a
spatial resolution of 0.5 m and is shown in Fig. 6a.

The authors in [15] applied a pixel-based accuracy assess-
ment over the used dataset where new performance metrics
were defined. These metrics are summarized in Table 7. The
producer’s accuracy, P A, measures how well the reference
pixels are classified in terms of correctness. This is referred to
as the over-detection percentage. The user’s accuracy metric,
U A, focuses on the pixels of the classification map that are
correct. This is referred to as the under-detection percentage.

The overall accuracy, OA, measures the accuracy of the
shadow detection algorithms and F-score gives a good bal-
ance between the under-, and over-detection accuracies. It is
also chosen to rank the benchmarked algorithms.

Figure 2 shows the results of applying SMS and the
benchmarked algorithms over theUrbanCanyon StudyArea.
The accuracy assessment inTable 1 reveals that SMS records
the highest F-score (99.6%) compared to the other three
methods M1, M2 and M3, which record 95.6%, 95.8% and
97.0%, respectively. The high PA coupled with the high UA
implies that SMS resulted in a low FN value (low shadows’
pixels misclassification).

The results of applying SMS, M1, M2 and M3 over the
St. Sernin Basilica Study Area are shown in Fig. 3. We can
observe in Table 2 that SMS and M3 have a comparable
F-score where they outperform the other two methods. M1
has a high misclassification percentage as the standard Otsu
thresholding method did not distinguish between shadows
and roads and considered them as one class. This is examined
in Fig. 3c.

Figure 4 depicts output results of the Toulouse Suburban
Study Area. Table 3 reveals that SMS ranks first in terms of
F-score while M3 achieves the highest OA.

Benchmarked algorithms were also applied to the
Garonne River Study Area as shown in Fig. 5, and the
results are summarized in Table 4. The relatively low Us

compared to the high Ps witnessed for all benchmarked
algorithms implies the over-detection of shadows, i.e., some
pixels are incorrectly labeled as shadow pixels. This is due
to the complex scene environment of the Garonne River. It
is interesting to see that SMS recorded the highest F-score
result compared to the other benchmarked methods with a
value of 95.1%.

Figure 6 shows the results on the Norrkoping Industrial
Study Area. As one can notice in Table 5, M1 and M2 do not
performwell in terms of F-scorewhile SMS scores 93.9%.

A closeup of highlighted region (red frame) is shown in
Fig. 6f. Interpretation of the results of applying SMS, M1,
M2 and M3 algorithms in Figure 6f clearly shows that SMS
outperforms all other benchmarked algorithms. M1 mainly
did not distinguish between road regions and building shad-
ows, while M3 falsely classifies some vegetation areas as
building shadow. M2 mis-classifies some shadow pixels as
background.
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Finally, Table 6 shows the execution time results of apply-
ing SMS and the three benchmarked algorithms 100 times
over each of the five study areas. For this experiment, we
used a MacBook Pro machine with a 2.3 GHz Intel Core i7
processor.

The average reported execution time results show that
SMS ranks first with 0.4925 seconds while M1 ranks fourth
with 1.7197 seconds. In terms of space complexity, M1 and
M2 are found to be in the order of O(n). The space com-
plexity regarding SMS, on the other hand, is in the order of
O(n2) as shown in Table 6.

4.2 Jacmel and Strasbourg dataset

The author in [22] relies on the Jacmel and Strasbourg
dataset to present a comprehensive comparison between sev-
eral shadowdetection techniques based on different color and
space models. For the scope of this benchmarking technique,
we will rely on the following two algorithms investigated
in [22]: M4 which depends on the C1C2C3 color space [7]
and M5 which is based on Y I Q color space [11].

The Jacmel and Strasbourg dataset consists of the follow-
ing two study areas: The Jacmel Study Area which is a
3-band RGB image with a 24 cm spatial resolution for a part
of Jacmel area located in southern Haiti provided by NOAA
and shown in Fig. 7a. The St rasbourg Study Area made
of 3-band RGB image that covers a part of Strasbourg city
in northeastern France with a 50 cm spatial resolution and
shown in Fig. 8a.

For the accuracy assessment, the author in [22] uses
the metrics as defined in Table 7, but instead of adopt-
ing the F-score, he introduced another metric which is
the Matthews Correlation Coefficient (MCC). The value of
MCC as shown inEq. 13 is bounded between -1 and 1,where
larger values indicate a better prediction ratio.

MCC = T P × T N − FP × FN√
(T P + FP)(T P + FN )(T N + FP)(T N + FN )

.

(13)

Figure 7 and Table 8 show the benchmarked algorithms’
shadow masks and the accuracy assessment results for the
Jacmel Study Area. SMS outperforms M4 and M5 by
recording the highest MCC value, 0.79.

The accuracy assessment results for the Strasbourg Study
Area are presented in Fig. 8 and Table 9. SMS also scores
the highest MCC with a value of 0.95.

5 Conclusion

In this paper, shadow detection of buildings using aerial
and high-resolution satellite images is addressed. First, we

have proposed a shadow detection algorithm based on a
multi-thresholding segmentation technique that we refer to
as SMS. Furthermore, SMS has been benchmarked against
several algorithms over two different reference datasets com-
prised of seven study areas. Results reveal the exceptional
performance of SMS in terms of accuracy of shadow detec-
tion and computing time.
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