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Abstract

High resolution remote sensing data can provide worldwide
images rapidly contrasted with conventional strategies for
information accumulation. Therefore tiny objects like cars can
be easily detected. Automatic vehicles enumeration research
domain plays an important role in various applications
including traffic monitoring and management. In this paper,
we propose autonomous vehicle detection and classification
approach in highway environment. Proposed approach
consists mainly from three stages: (i) first, preprocessing
operations are applied in order to eliminate noisy objects
including soil, vegetation, water. (ii) Then, built-up area index
is utilized to detect and delineate road networks. (iii) Finally,
Multi-thresholding segmentation is implemented, resulting in
vehicle detection and classification, where detected vehicles
are classified into cars and trucks. Quality percentage
assessment is carried over different study areas, illustrating
the great efficiency of the proposed approach especially in
highway environment.

Keywords-Remote Sensing, Object Identification, Road extrac-
tion, Vehicle enumeration and Classification.

I. INTRODUCTION

Traffic flow data analysis is an important task in urban
planning, especially for road networks design, and noise
pollution estimation.Vehicle enumeration and monitoring the
continuously growing vehicles fleet over time is an important
issue required for the strategic planning of transport infras-
tructure.

Cameras and motion sensors can be considered as a tradi-
tional techniques for traffic flow monitoring. These techniques
are accurate, however are spatially-limited. In developing
countries, vehicle fleet monitoring and management necessary
to identify alternative solutions for better transportation facili-
ties, traffic management, and air pollution estimation, can’t be
applied by field based equipments.

Relying on remote sensing techniques to detect traffic flow
from satellite images is an efficient, affordable, sustainable and
reliable solution for the aforementioned problems, resulting in
automatic traffic flow management.

In this manuscript we propose an autonomous vehicle detec-
tion and classification approach from high resolution satellite
images. The aim behind our work is to: (i) address the power
of using remote sensing in vehicle detection and enumeration
research area, (ii) design and implement a robust autonomous
approach for vehicles detection and classification from high-
resolution satellite images and (iii) finally carry an accuracy
assessment analysis over the proposed method where results
for different study areas shows the high quality percentage of
the proposed approach that reaches 82.25%.

The rest of this paper is organized as follows: Section 2
presents a literature survey of existing research research in
the area of vehicular detection from satellite imagery. Section
3 discusses our proposed method made of three main stages
for vehicular detection and classification. Performance and
accuracy metrics of the proposed method are shown in Section
4 over three different study areas. And finally, conclusion and
future work appear in Section 5.

II. LITERATURE REVIEW

Airborne imagery or aerial photography can be used to
provide more global view of land scape objects like roads,
traffic trajectories as described in [1] [2]. Moreover, very
high resolution satellite imagery provides a new opportunity
for traffic monitoring as proposed in [3]. Synthetic Aperture
Radar (SAR), is a form of radar that is used to create
two and three dimensional representation of objects, such as
landscapes. It is based on the motion of the radar antenna
over a target region to generate finer spatial resolution images.
Optical data includes the visible wavebands and therefore can
produce color band images, which is similar to how the human
eye sees the world. Advantages and limitations of Both sources
are described in [4].
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Figure 1: Methodology Flow Chart.

For instance, day/night and weather conditions affects op-
tical data not SAR. On the other hand, optical sensors have
a horizontal view compared to SAR which is oblique.This
issue causes distortion and hides some image features [5].
Vehicle detection from high resolution satellite imagery has
not been well investigated in the literature. Some existing
research works has proposed different schemes in the literature
for car detection using aerial images.

The authors of [6] propose a 3D model approach that detect
and count cars in aerial images. In [7], authors uses the power
of shape features for car detection and classification operation.
In [8], cars are modeled to have a small rectangular form.
Edge detection is implemented to extract the four sides of
the rectangular boundary. A statistical framework is proposed
in [9] by which cars samples and their relative features are
recorded in vectors. The detection algorithm is based on
computing the closeness value of each car candidate against
recorded statistics.

III. METHODOLOGY

In this paper, we propose a hybrid approach for vehicle
detection in highway environment using four band high reso-
lution satellite imagery. These bands are: red, green, blue, and
near infrared (NIR). In this study we use four bands multi-
spectral GeoEye-1 images to compute the indices needed to
automate the vehicular detection process.

First of all, preprocessing operations are carried over the
area under study. These operations consist of vegetation and
water regions elimination using Normalized Difference Veg-
etation Index (NDV I) and the Water Suppression Index
(WSI), respectively. Second, road network is masked out
using the Build Up Area index BAI , besides applying mor-
phological operations for noise and unwanted objects elim-
ination. Finally, multi-level Otsu thresholding is applied for
vehicle detection, where segmented vehicles are classified into
cars and trucks according to hight, width, and area parameters.
Figure ?? presents a flow chart of our proposed methodology.

A. Preprocessing

1) Vegetation and Red soil Suppression: The presence of
vegetation areas within satellite images can be considered as
noisy regions that needs to be eliminated.

Normalized Difference Vegetation Index (NDV I) defined
in Equation 1, is used to generate vegetation area mask, that

will be used to mask out all green regions within image [18].
It depends on measuring chlorophyll percentages of green
vegetation that absorbs red light and reflects near-infrared
wavelengths [11].

Extracting trees (and other vegetation areas) is done by
computing NDV I and then a thresholding operation is
applied on the NDVI image, resulting in masking out all the
areas with vegetation. Figure 2 show the NDV I layer of
Study Area 3, where we can notice that vegetation has the
highest intensity, and road has the lowest intensity. Study
Areas used for the evaluation of this paper will be discussed
in the coming sections.

NDV I =
NIR−R

NIR+R
(1)

2) Water Suppression: Water bodies are characterized by
high reflectance values in G band, with low ones in R band.
Then, in order to mask out water regions, we use the Water
Suppression Index WSI defined in Equation 2 [12].

WSI =
G−R

G+R
(2)

3) Urban Suppression: After eliminating vegetation and
water regions, once can only notice the presence of buildings
in addition to the road network. In order to obtain accurate
results in the road detection, all bright pixels must be removed
since road network can be identified by its low intensity. Bright
pixels are pixels that have high intensity in each channel in
the RGB image. Figure 4 shows the preprocessing resultant
image of Study Area 3 after that the urban suppression step
has been applied.

B. Road Detection

Generally, highway road networks in satellite images have
gray color with a straight elongated geometric shape. There
exist a numerous set of features that can be used in order
to define the road network. Generally, roads in urban areas
are presented as the signs of T or U shape, also known as
geometric features.

Texture features can also define the road network where
we depend on the homogeneity of the road regions in the

Figure 2: NDVI layer of Study Area 3
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(a) (b) (c) (d)

Figure 3: Figures 3a, 3b, 3c and 3d show the original image, besides applying road detection, vehicle count, and the results
fusion, respectively, for Study Area 1.

extraction process. Moreover, photometric features, which we
implemented in our paper, rely on the reflectance values of
roads color within the satellite image in order to mask out the
road networks. A detailed description and analysis about road
networks is presented in [19].

1) Built-Up Area Index: Similarly as NDV I , remote
sensing provides another robust and reliable index to detect
asphalt and concrete surfaces in satellite images [16] [17].

BAI defined in Equation 3, is used in our algorithm for
road detection operation.

BAI =
B −NIR

B +NIR
(3)

2) Bright Vehicles and Morphological Operations: Apply-
ing the last preprocessing operation for urban areas suppres-
sion has a side effect on some of the vehicles existing in
the area under study. In fact, the urban suppression operation
leads to the problem that bright vehicles has been removed
and hence isolated pixels appeared in the road network.

To resolve this issues, we transform the preprocessed image
to a binary image, in order to remove isolated pixels, fill holes,
and re-mask the new binary image with original image.

3) Small Objects Removal: The final challenge in the road
detection algorithm is the existence of unwanted small objects.
Since the street is the largest object in the image, we remove
all objects having a size smaller than the size of the smallest
road.

And then, finally the road network is extracted as shown
in Figures 3b, 5b, and 6b which depict the road detection
resultant output of Study Area 1, 2, and 3 respectively.

Figure 4: Study Area 3 after Preprocessing

C. Detect & Count Vehicles
1) Multi-Thresholding Segmentation: Image segmentation

techniques is used to group pixels into different image regions,
belonging different objects. Segmentation is utilized in several
applications including object recognition, image compression,
and image editing.

k-means clustering, k-nn segmentation, maximum likeli-
hood are popular segmentation techniques. All these methods
characterized by its implementation complexity.

In our approach, we use multi-thresholding technique as an
image segmentation operation as a segmentation technique,
which is more efficient with less implementation complexity.

The Otsu threshold [13] is the bedrock of multi-
thresholding segmentation. An optimal threshold is selected by
the discriminant criterion to maximize the separability of the
resultant classes by utilizing only the zeroth-and the first-order
cumulative moments of the test image histogram. Using this
technique, bright vehicles will be detected, in addition to some
false objects like highway lane markers and road dividers.
Eliminating false detected misclassification, is applied through
implementing a sliding neighborhood filter to the test image.

This filter is defined in Equation 4, where F (x, y) repre-
sents the new image generated after applying the max filter
by using the a × b sliding window W (s, t) on the original
image I . The behavior of this filter assign the maximum
neighborhood intensity value for each pixel within the image.

F (x, y) =

a∑
s=−a

b∑
t=−b

max(W (s, t).I(x+ s, y + t)) (4)

Sliding neighborhood filter will brighter vehicles pixels,
while maintaining pixels brightness corresponding to irrelevant
objects such as lane markers. As a result, vehicles will be
highlighted, while lane markers will be eliminated.

Finally, we apply a filter to remove all objects with a size
smaller than and greater than the vehicle size to obtain the
vehicles output image as shown in Figures 3c, 5c, and 6c that
depict vehicle detection resultant output of Study Area 1, 2,
and 3 respectively.

2) Classification: Width, height and area of the detected
vehicles are considered as classification parameters distin-
guishing vehicles into cars and trucks. The threshold for
each parameter is set to be the average value of all vehicles
candidates. Vehicles with width, height, and area greater than
the average values is classified as a truck, otherwise it is a
car.

3
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Figure 5: Figures 5a, 5b, 5c and 5d show the original image, besides applying road detection, vehicle count, and the results
fusion, respectively, for Study Area 2.

IV. EVALUATION RESULTS

In this section we will discuss the implementation results
of the proposed vehicle detection algorithm using an accuracy
assessment model.

A. Study Areas

We choose three Study Areas to assess our proposed algo-
rithm. In the following, we elaborate on the details of each
Study Area:

• Study Area 1: a wide image for a straight section of
the Saida-Beirut HighWay. This Study Area contains
buildings and vegetation areas.

• Study Area 2: is characterized by the same environmental
conditions as Study Area 1 but the main difference is that
it contain an additional road branch close to the highway
with a ramp structure. This study area is useful to assess
the robustness of the road detection stage in our proposed
method.

• Study Area 3: besides buildings and vegetation areas, this
Study Area is characterized by the presence of red soil
areas and sea water.

B. Performance Metrics

We will analyze vehicles detection performance using Lin
and Nevatias formulas proposed in [10]. They define the
Miss Factor (MF ), Branching Factor (BF ), and the Qual-
ity Percentage (QP ) for reporting algorithms performances.
Therefore, all objects in the image will be categorized as
follows:

• True Positive (TP ): Both manual and automated
methods label the vehicle.

• True Negative (TN ): Both manual and automated
methods label the object belonging to the back-
ground.

• False Positive (FP ): The automated method incor-
rectly labels the object as a vehicle.

• False Negative (FN ): The automated method does
not correctly label truly vehicles objects.

Our approach performance will be evaluated using the
following matrices:

MissFactor(MF ) =
FN

TP
(5)

BranchingFactor(BF ) =
FP

TP
(6)

Qualitypercentage(QP ) = 100× TP

TP + FP + FN
(7)

The miss factor represents the error where our approach
incorrectly labels vehicles as background. The branching
factor measures the error where our approach incorrectly
labels background as vehicle. Quality percentage measures the
overall performance of vehicle detection operation.

Our proposed method was tested on the Study Areas listed
above. Ground truth data for each study area is compared with
the obtained algorithm results to estimate the overall quality
percentage. Figures 3, 5, and 6 shows the resultant images of
applying our vehicle detection approach on Study Area 1, 2,
and 3 respectively.

Table I: Accuracy Assessment Metrics for cars detection.

Study
Area

Ground
Truth TP FP FN BF MF QP

1 40 38 4 2 0.1 0.05 86.36%

2 12 10 2 2 0.2 0.2 71.4%

3 38 35 5 3 0.14 0.08 81.39%

Accuracy assessment records for different study areas is
shown in table I. The main advantage witnessed is that
TP value is very high in all tested scenarios which means
that our proposed vehicle detection algorithm have succeeded
in the detection operation in most cases. We noticed that
the performance of the proposed algorithm obviously varies
according to certain conditions, like the presence of bushes
and trees. Moreover, in heavy traffic cases, our approach would
count cars very close to each other as one object, thus affecting
the final quality percentage.

Trucks detection accuracy assessment analysis is shown in
Table II. The quality percentage results recorded for Study
Areas 1, 2, and 3 respectively reveals the high performance of
the classification process done by our introduced approach. We
can notice that the FP values in truck detection is less than
FP values for car detection. This is due to the separability
parameters used in the classification phase where unwanted
objects are removed so the probability to obtain false trucks
objects is low. Moreover, some real trucks are not detected
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Figure 6: Figures 6a, 6b, 6c and 6d show the original image, besides applying road detection, vehicle count, and the results
fusion respectively, on Study Area 3.

since it is close to the road boundary or close to another truck,
so as a result our algorithms count them as one truck.

Table II: Accuracy Assessment Metrics for trucks detection.

Study Area Ground Truth TP FP FN BF MF QP

1 15 13 3 2 0.2 0.15 72.22%
2 6 5 0 1 0 0.2 83.33%
3 19 15 1 4 0.05 0.26 75%

As an overall analysis, we can say that our hybrid approach
developed for vehicle detection is capable to detect and clas-
sify vehicles in highway road networks. Further improvements
will be applied later to decrease the false detected vehicles,
thus improving the overall quality percentage of the suggested
approach.

V. CONCLUSION AND FUTURE WORK

In this manuscript, we propose a vehicle detection approach
based mainly on three phases: (i) Preprocessing, (ii) Road De-
tection, and (iii) Vehicle detection and classification. In the first
phase, vegetation regions, soil, and water areas is eliminated
using the reflectance values in different image bands. The
Second phase consist mainly of road detection where BAI is
used, besides a series of morphological operations in order to
detect roads in the test image under study. After that, multi-
thresholding segmentation is used to detect vehicle objects.
Finally, width, height, and area parameters of the detected
vehicles is used to classify vehicles as car or trucks.

As future work, machine learning will be utilized in thresh-
olds estimation [14]. Moreover, we will use more vehicles
features such as color and shape, in addition to implementing
a probabilistic model for road detection [15],improving the
overall quality percentage of the proposed approach.
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